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Overfitting and Underfitting

Motivation: Learning Goal is Prediction

Learning: bw =
�
XT X

��1
XT y (Linear)

or bw =
�
PT P

��1
PT y (Polynomial)

Prediction: fw;b (Xnew) = Xnew bw (Linear)

or fw;b (Xnew) = Pnew bw (Polynomial)
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Overfitting and Underfitting

Under�tting

Underfitting is the inability of the model to predict well the labels of the
data it was trained on. There could be several reasons for underfitting, the
most important of which are:

your model is too simple for the data (for example a linear model can often
under�t)
the features you engineered are not informative enough

The solution to the problem of underfitting is to try a more complex
model or to engineer features with higher predictive power
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Overfitting and Underfitting

Under�tting: Example

Suppose these are the entire data samples for a particular experiment.
It is common that only a part of the entire data is available for training.
For example, out of all these points, only the blue circles are available for
training.
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Overfitting and Underfitting

Under�tting: Example
Based on these training samples, suppose we start with a linear model for learn-
ing.
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Overfitting and Underfitting

Under�tting: Example
Learning outcome: case 1 (linear regression)
This example illustrates underfitting using the linear model.

The red lines are the error distance between the fitted line and the data
point.
The least squares error has the sum of these distances.
Based on this linear regression fitting, it does not seem to describe the data
well enough.
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Overfitting and Underfitting

Over�tting

Overfitting is another problem a model can exhibit

The model that overfits predicts very well on the training data but
poorly on the testing data. Several reasons can lead to overfitting, the
most important of which are:

your model is too complex for the data (for example a very tall decision tree
or a very deep or wide neural network often over�t)
you have too many features but a small number of training examples
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Overfitting and Underfitting

Over�tting: Example
Using this same set of training samples, we can use a complex model such as a
high order polynomial model for fitting.
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Overfitting and Underfitting

Over�tting: Example
Learning outcome: case 2 (polynomial regression)
Here is an example of overfitting:

A 9th order polynomial model (complex) is used to fit the same data.
The fitted outcome appears more complex than the data distribution.
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Overfitting and Model Complexity

More cases: polynomial regression of different orders
Comparing several models of different complexity:

The linear regression model can also be thought of as the 1st order poly-
nomial model.
Among these several models of different complexity (order of the polyno-
mials), the 2nd and the 4th order polynomial models appear to fit better
than the linear regression and the 9th order polynomial model.
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Overfitting and Model Complexity

Test data revealed: polynomial regression of different orders

Here the “x-points” are the test data that you are going to predict.

Under this circumstance, which model do you think will predict better?

JIA, Kui School of Data Science, CUHK-SZDDA2020 Machine Learning: L11 Over/Under-Fitting, Bias-Variance Trade-offOctober 31, 2023 13 / 40



Overfitting and Model Complexity

Training Data (2 dimensional)
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Over�tting and Model Complexity

Training and Test Data
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Over�tting and Model Complexity

Under�t
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Over�tting and Model Complexity

Over�t
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Over�tting and Model Complexity

Good �t
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Bias-variance Trade-o�

Bias and Variance

Figure: Graphical illustration of bias and variance

Motivation: To characterize the learning behavior from statistical perspective
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Bias-variance Trade-o�

Under�tting: Example
For example, let's repeat the previous 1D experiments for multiple trials. We
select these blue samples for training and use the remaining for testing.
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Bias-variance Trade-o�

Under�tting: Example
Next, we select another set of blue samples for training and then do the testing.
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Bias-variance Trade-o�

Under�tting: Example
And then another set : : :
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